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In Alan Turnings Article, he attempts to refute several objections, others had expressed about his Imitation Game/AI claims. Here I will summarize these and give my take as to whether these objections and their rebuttal still hold some weight.

1. The Theological Objection.

This objection states that for a machine to think is impossible, because thinking can only happen in the soul. Which only God can create. 

Alan thought that this objection was invalid on some unstated basis. Saying to Quote  him "I am not very impressed with theological arguments whatever they may be used to support". But despite this he attempts to argue this point theologically. His reasoning boils down to saying that if God wanted to, he could give a machine a soul. So why wouldn't he should we produce a sufficiently intelligent machine.

My objection to this is that we have no way of knowing that God would want to assign a soul to a machine. Assuming that he created Humans, and made them somehow special in having a soul wouldn't he want to keep them special, his own unique creation? But on another note, I don't believe that we would need a soul to think. If thinking was concerned only with the soul why would we detect brain activity while thinking? It is clear at least that the brain has something to do with thought, and at least we can mimic the physical part of thought. It would seem that the soul is more a immaterial/immortal representation of who you are, rather than a thinking, controlling part of your anatomy. I think that in discussing this question, we need to keep in mind the famous question "Can a submarine swim?" Whether a human uses a soul, a brain or whatever, if we can produce a sufficiently similar thing haven't we achieved our goal. Even if others may debate whether it is the same.

2. The Head in the Sand Objection.

This objection states that people are to afraid of having intelligent machines that they choose that as a basis for not believing that such a machine could exist.

I argue with Turing on this point, Believing something can't happen because you don't want it to is a fallacy. 

3. The Mathematical Objection

This Objection deals with the fact that not all things are computable. If the question asked a Computer involves predicting what another very similar computer would do a certain case, apparently this will cause a problem, and the answer given will be incorrect. My gut feeling with this is that this could be worked around. Perhaps the computer could run this question through a very different virtual machine and arrive at the correct answer. Turing also mentions that fact that we make mistakes,and a miscalculation of the computer should be acceptable in its answers.

4. The Consciousness argument

This argument basically just says that if a computer could never really feel proud of its self or if it couldn't feel grief, joy, or any such "Conscious" state, it couldn't really be Intelligent. Here Turning argument seems valid, We don't necessarily need consciousness to be intelligent. Ie. Until someone proves we need consciousness to be intelligent. We should carry on assuming that it is possible.

5. Disability arguments

These arguments basically state that A computer will never be able to do "____". Turing dismisses these on the basis that they have no support of these claims. For example How do you know that a computer will never be able to write a humorous story? 

6. Lady Lovace / AI Will never be able to do anything really new

This question seems to be quite open still, Computers can definitely discover connections never before discovered by sifting through data, and it could be programmed to present these findings in a scientific way. Should this count as discovering something new? Shouldn't it experiment and verify its findings? Prehaps a computer can be programmed to to do that too? 

7. ESP

I don't think this deserves much time, If indeed humans do have some form of ESP that gives them an advantage in the turing test, it doesn't become a necessity for intelligence. This is more an objection to the test style rather than to whether a machine can think. Which was the topic up until this point.

Alice:

The  AliceBot, works much like a stimulus response AI, It maps questions and statements from the human to other questions and statement that it can reply with. It stores a minimalistic set of data about the person it is chatting with that it uses to make the interaction seem more natural. Things like storing the persons name, and using it  to construct sentence like "That was funny James".  It is not limited to having to produce a set of all possible stimuli it has many built in functions to help. For example it converts misspelled words to correctly spelt. It detects Grammatical things like your vs. you're. It collapses synonyms to words that it knows, and changes construction s like "you don't like me" to "why do you think I don't like you?" It does this by collapsing all the synonymous constructions to one so that the response doesn't come out as nonsense like it would in Eliza. The disadvantage of this approach is that you limit the response to a question to 1 string. If you ask the same question twice you get the same response. Other features include being able to remember the last thing said, and creating conditional statements based on that information.

Do you think the Loebner prize advances the state of the art in AI?

I don't think that the Loebner prize significantly advances AI research. The likely hood is that people will develop AI techniques for other applications and use them for the turing test. The incentive to win the Loebner prize is not great enough to be worth large amounts of research time. I think that the things that most advance the State of the art are company's and universities that are willing to fund research into these topics. It may be that a university or company will fund research into finding a software program that can pass the turning test, but in this case it is still the "money man" who facilitates advancing the state of the art in AI. Then again perhaps the test can advance the state of the art by giving the researchers something to focus on. Maybe the respect you would gain by wining the prize would be worth all the time and effort you put in to it. I think this question is very open, maybe we will see great advances come out of Loebner prize winners, and maybe we won't.

